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Introduction

The adoption of machine learning (ML) has grown phenom-
enally in the past decade. It wasn’t all that long ago that only 
the biggest technology companies could afford all of the 

resources required to make ML happen. But as with most great 
technologies, this one is becoming more and more ubiquitous — 
across all industries, serving organizations of all sizes.

That doesn’t mean developing and deploying ML models is child’s 
play. Make no mistake, it’s incredibly complicated (and speak-
ing of mistakes, you definitely don’t want to make any). As ML 
makes its benefits known to business stakeholders, they want it 
more and more. So, how can the data scientists and ML engineers 
turn this miracle of technology into more of a mass-produced 
opportunity?

That’s what this book is all about: a concept known as machine 
learning operations (MLOps). Like all the technology approaches 
that end in “Ops,” this one is about operationalizing the com-
plicated stuff, gaining long-term efficiency, reducing cost, and 
improving stability. As long as I’m referring to those other “Ops” 
approaches to technology development, let me just go ahead and 
put it this way: MLOps = ModelOps + DataOps + DevOps.

About This Book
MLOps For Dummies, Databricks Special Edition, is your guide to 
this improved way of approaching your ML life cycle manage-
ment. Read on and you discover how MLOps helps you truly scale 
your operation and manage dozens or hundreds of ML solutions 
simultaneously. This book shows you how MLOps helps your 
operation reduce waste, encourage collaboration among your var-
ious participants and stakeholders, and improve implementation. 
It outlines the components of MLOps and details how the process 
works, from exploratory data analysis to feature engineering to 
model training to monitoring.

MLOps is a general concept that can work with any set of tools 
and applications, but in this book, I use examples that tap into 
Databricks’ features and functionality.
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Foolish Assumptions
In writing this book, I make some assumptions about you:

»» You’re an ML practitioner of some sort, or perhaps you aren’t, 
but you manage a business area that benefits from ML.

»» You may have decent knowledge about the concepts of ML 
and training models, or you may be open to learning more 
about ML and how it can help your business area.

»» You’d appreciate some ideas about how this work can 
happen at a greater scale with more efficiency.

Icons Used in This Book
In the margins of this book, you see some clever little icons. They 
look nice, but they’re more than just a pretty face.

While I’ve carefully crafted several thousand words on the topic 
of MLOps, if you’re short on time, at least don’t miss the para-
graphs marked by the Remember icon.

Tips represent actionable information. That’s what you’re after 
here, right? These icons spotlight a helpful hint for MLOps success.

Anything technology related can have horrifying potential down-
sides. The Warning icon points to something you need to really 
keep in mind to avoid those pitfalls.

Beyond the Book
This book has information on MLOps, but it’s only the tip of the 
iceberg. If you come away from your reading with an appetite for 
more information, here are two places to turn:

»» databricks.com: Get full information about the Data 
Lakehouse platform that helps enable MLOps.

»» mlflow.org: This site provides an open-source platform for 
the ML life cycle.

https://databricks.com
https://mlflow.org/
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Chapter 1

IN THIS CHAPTER

»» Exploring the benefits of AI

»» Recognizing where ML work can go awry

Understanding the 
Current ML Landscape

Artificial intelligence (AI) and machine learning (ML) have 
gained acceptance by leaps and bounds. Enterprises are 
finding new tasks they can automate every day, not just in 

predictive analysis but in daily operations. So, in this chapter, you 
explore the expanding use cases for these technologies. I also go 
into detail about the challenges of creating ML solutions — there 
are many ways that smart people with good intentions can end up 
heading down the wrong path.

Expanding the Power of AI
For many years, AI has made for some great science fiction  — 
including a 2001 Spielberg movie by that very name, A.I. Artificial 
Intelligence. It’s a dramatic thing to ponder, the thought of machines 
able to think for themselves, and in the case of sci-fi, that drama 
has a tendency to turn dystopian.

In real life, meanwhile, people in recent years have been captivated 
by futuristic applications of AI, especially use cases that could 
have a powerful bearing on daily tasks. Self-driving vehicles, 
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for example. The current landscape, though, is marked by ongoing 
developments that may be less noticeable to the average person, 
but no less dramatic in implication.

The big trend driving the AI and ML story is the power of data. 
The most successful companies tap more and more into the 
potential of their data. That has often meant accessing data 
stored in relational databases, performing analyses, and gaining 
insights. But the current landscape is taking the power of data 
much further.

These days, data isn’t just driving analyses; it’s also becoming 
more involved in operational processes. Enterprises are becoming 
increasingly automated with the help of powerful capabilities of 
ML, which is essentially a subset of AI. ML is the application of 
predictive models and data science, and that’s the focus of this 
book.

Customer support, for example, can increasingly be delivered by 
ML-powered chatbots, which solves hiring challenges and frees 
up humans from some of the more mundane customer-service 
tasks. These kinds of technologies are processing mortgage 
applications. They’re spotting cyberthreats more effectively than 
people. They’re helping supply chains automatically adapt to the 
ballooning challenges of recent years.

In short, organizations aren’t just using what they used to call 
“Big Data” to inform their big decisions. They’re incorporating 
that data into their operations, creating new ML applications, 
giving those applications new responsibilities, and achieving 
amazing things. These things are often happening behind the 
scenes in ways less obvious and head-turning than, say, robot 
children or cars with no drivers — but the advances are at least 
as revolutionary.

You can trace a lot of these advances to the proliferation of cloud 
data warehouses and lakehouses. These technologies solve the 
challenge of not just storing massive amounts of data, but mak-
ing it useful in ways that are more affordable and less complex. 
Organizations have been wrapping their arms around Big Data for 
a decade or more, but their ability to store and effectively process 
that data has never been better.
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The current landscape is boosting enterprises’ capabilities in both 
business intelligence and ML. They’re gaining the ability to dump 
massive amounts of data, both structured and unstructured, into 
central repositories that they can access for a wide range of pur-
poses. Their data is accessible for historical analysis as well as 
predictive functions driven by ML and data science.

Uncovering the Gaps in ML
There’s no doubt that ML can be downright magical. It can answer 
difficult problems and make astonishingly accurate predictions. It 
can tackle massive tasks, handle monotonous work without com-
plaint, and make a lot of money for companies that know how to 
tap into it. But it’s not exactly child’s play. It’s complicated, it’s 
hard, and you can take plenty of wrong turns if you’re not careful. 
The discipline of ML engineering is all about navigating this com-
plexity. This section covers some thoughts about the problems 
that are in need of solutions.

Planning problems
The biggest cause of failure is neglecting to plan projects 
thoroughly. It also is one of the most embarrassing and demoral-
izing causes of failure, because it can be avoided.

Here’s a specific example that helps illustrate how careful 
planning can lead to greater success. Imagine that the marketing 
team wants to tap into ML to improve how they use email com-
munications for letting customers know about upcoming sales 
they might find tempting. The marketing executive simply says, 
“make those click and open rates go up.”

The problem is, many variables could address that too-general 
challenge. Does the marketing team want to be able to craft cus-
tomized emails? Get ML predictions for attaching more relevant 
subject lines? Anticipate which products to put in front of the 
customer?

More planning is needed, along with more information from the 
stakeholders. What if it turns out the marketing executive just 
needed to know what time of day is best for sending emails to par-
ticular customers? Being aware of that specific need is essential 
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planning information — without it, the data science team may 
have gone down all those other paths that all have some merit 
but have no chance of meeting the actual requirements of the 
marketing team.

To avoid potential planning problems, the following list contains 
important planning questions to ask:

»» What is the project?

»» Is there a current process, and if so, what is it?

»» What business need is being solved?

»» How do you need to use the information generated?

»» What is the timeline, including when it will need to be tested?

»» What outcome would you consider to be a success?

As you can see, planning focuses on the problem to be solved. If 
you dive too quickly into talking about implementation details, 
you may miss out on a full understanding of the problem. And 
that’s a problem.

Scoping problems
When it comes to project scoping and research, internal stake-
holders will have two big questions regarding an ML project:

»» Will this project solve my problem?

»» How long will it take to be up and running?

Sounds simple enough. But the reality is, scoping an ML project 
is incredibly challenging because you can approach any particular 
stated goal in a number of different ways.

Imagine that you have a couple of different data science teams, 
both of which are presented with a need to develop a solution for 
the increasing problem of fraud in the billing system. One team 
has mostly junior data scientists, who’ve spent their careers in 
the data science workforce without a lot of time in academia. The 
second team is filled with Ph.D. academic researchers.

The first team will search for similar solutions that others have 
already developed, scouring blog posts and open-source data 
examples. There may be many such articles available, and the 
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team may feel like it’ll take a couple of weeks to pull in some 
existing code and come up with an XGBoost binary classification 
model. Spoiler alert: This team may be underthinking the problem 
and solution, and it may end up failing.

The second team will look instead through published research 
papers on the topic of fraud modeling. They’ll spend days dig-
ging through journals and papers, arriving at some cutting-edge 
ideas on detecting fraudulent activity. They suggest it’ll take 
several months to implement a solution, including training and 
evaluating a deep learning structure. Spoiler alert: This team may 
fail, too, but for different reasons.

In the first case, the problem may well be a lot more complex 
than the examples in some blog post. The junior data scientists 
run the risk of coming up with a model with unacceptable false 
positive and false negative rates. In the second case, the solution 
may be highly accurate and pretty cool, but odds are slim that 
the team would be granted enough resources to dive into a risky, 
cutting-edge concept to solve a business problem.

The lesson is that you need a balance of both ways of thinking. 
The academics are important, for sure, to help you advance 
your knowledge and research into algorithms. But you also need 
application-oriented ML engineers with a laser focus on the 
business problem at hand. A middle ground is your best bet for 
scoping and research, to minimize the chances of estimations 
that are wildly wrong or unrealistic, one way or another.

Development issues
A poor development practice for ML projects can come back to 
haunt the team as the project progresses. It’s not as dramatic a 
problem as some of the other glitches, but the bottom line is that 
if you have poor development practices and a fragile or poorly 
designed code base, your project work gets harder, it’s more likely 
something will break in production, and it’ll be more difficult to 
make improvements later on.

A good example is working with a monolithic code base as 
opposed to a modular one. Each developer who wants to make 
specific changes has to do a lot of scrolling and searching to find 
the right sections to alter. And if multiple developers all have 
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different things they need to edit, they can easily run into version 
control problems and the need to figure out which copy is the 
“master” copy.

A modular approach, on the other hand, involves working on 
code base in an integrated development environment — with the 
code base fully modularized and registered in Git. Each different 
developer can check out a feature branch from the master and 
make small edits, and even do so simultaneously.

The modular approach is a big change from the approach many 
data scientists have used, with interactive notebooks for proto-
typing ideas, experimentation, and analysis. But it’s a much better 
way of doing business, simplifying work, allowing simultaneous 
development of different sections, and offering the ability to test 
new functionality easily to eliminate pesky, hard-to-track bugs.

Experimentation issues
When you hit the experimentation phase, a couple of common 
things can go wrong. Your work can go off the deep end with 
complexity, testing too many things or fine-tuning an approach 
for too long. Or, the prototype may be underdeveloped and end 
up performing so badly that the organization gives up on it and 
moves on to something else.

The first scenario can happen when a team of research purists 
dives in with not enough grasp of real-world limitations. They 
may spend weeks exploring cutting-edge research papers, arrive 
at multiple broad potential solutions, and set out to test each one 
thoroughly.

It’s not that any of the experimentation is necessarily misguided — 
the problem is that the approaches needed to be narrowed down 
in the development stage of the project. If a team takes on too 
much work in the experimentation phase, the result is analysis 
paralysis.

The latter situation could result from inadequate research that 
leads the team to test just a single approach. It may look good 
with some initial testing on cherry-picked samples, but when the 
model is trained on a full data set, it fails to work properly. A 
too-simplistic test can lead to disastrous results.
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Deployment issues
In the ML world, it’s possible for solutions to be almost too good. 
The sky is the limit when it comes to the kinds of models you 
can build and sophisticated predictions your models can deliver. 
In some cases, the real hang-up comes when you have to deploy 
those solutions in the real world.

Take as an example a project from a company offering analy-
sis services to the fast-food industry. A successful model has 
been delivering great predictions for inventory management at a 
regional level, with large-batch predictions of daily demands and 
customer counts, delivered to each region once a week, requiring 
regional model retraining once a month. So far, so good.

Now imagine that the company wants a new and improved 
prediction system that offers inventory forecasting at the store 
level, rather than regionally. And predictions need to respond in 
near-real-time, rather than weekly predictions.

It’s a complicated but doable challenge, but the serving compo-
nent of the solution is a problem. It needs a REST API to serve 
data to individual store owners via an application, and per-store 
forecasts must be updated multiple times a day. The architecture 
becomes far more complicated, and the cost of implementing in 
the cloud is far higher. So much higher, in fact, that this new 
model costs more than the revenue it generates.

The moral of the story is, it’s essential to think ahead and think 
carefully about deployment and serving. You’ve got to have a keen 
eye for how much it’s going to cost to run, maintain, and monitor 
a solution. Just because it can be developed doesn’t guarantee that 
it can be deployed cost-effectively.

This points to the virtues of simplistic architecture. With ML, you 
should always aim for the simplest design you can. If you need an 
inference once a week, a batch process should suffice, as opposed 
to real-time streaming. If you’re dealing with data volumes 
measured in megabytes, go with a database and simple Virtual 
Machine (VM) rather than a 25-node Apache Spark (TM) cluster.

Unnecessary complexity raises the chances that something will 
break. And it’s bound to be more costly than necessary.
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Evaluation issues
Like so many other parts of the business operation, an ML project 
needs to be able to prove its worth. And it needs to be able to do so 
not just in its early stages, but once it’s deployed.

Here’s a sad scenario to ponder. Imagine that your team has been 
working on an ML initiative to increase sales through predictive 
modeling. You’ve done everything right, followed best practices, 
hit deadlines, ascertained that the solution does exactly what the 
business is seeking, ensured that you’ve developed maintain-
able and extensible code. The post hoc analysis of the predictions 
compared with actual results has found them to be incredibly 
accurate.

Now, you’re in production, and have been for a few months. An 
executive takes a look at the quarterly cost, has a bout of sticker 
shock, and asks how much money this thing is making. Thus 
comes the question, can this ML model justify its existence?

Well, you can’t just attribute all sales to the model — that would 
not be believable. You can’t really compare this quarter’s sales to 
the same quarter a year earlier, because there were plenty of other 
factors that also might have impacted sales.

What you need is A/B testing, using sound statistical methods to 
show how much of the growth in sales can be attributed to the 
ML model. But you can’t really do that after you’ve already fully 
deployed the model to all customers — you needed to plan for 
that earlier.

The lesson is, plan ahead for how you can objectively evaluate 
your model’s performance. You need to be able to prove its value, 
or else be faced with the gut-wrenching prospect of having to 
shut down an otherwise fantastic piece of work due to budgetary 
concerns.
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Chapter 2

IN THIS CHAPTER

»» Understanding the MLOps concept

»» Seeing the similarities to DevOps

»» Outlining the guiding principles

Introducing MLOps

Chapter 1 includes a sobering look at the hurdles your teams 
may encounter as they work to create machine learning 
(ML) solutions to your enterprise’s needs. But never fear, 

because the whole point of this book isn’t to bum you out — it’s 
to offer solutions.

This chapter introduces the concept of MLOps, a sensible approach 
to ML engineering that helps overcome the potential bummers 
we’ve established. Read on to learn the basics and explore the 
commonalities between MLOps and DevOps.

Getting to Know MLOps Basics
ML operations (MLOps) is a core function of ML engineering. Like 
the concept of development operations (DevOps), it’s all about 
streamlining complicated processes so that concept can move 
toward reality as smoothly and quickly as possible.

MLOps focuses in particular on streamlining the process of 
bringing ML models and data into production, and after they’re 
in production, maintaining them and monitoring them. It’s a 
collaboration of many different players, including data scientists, 
DevOps engineers, and your IT professionals.
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Especially to the point, the practices described under the term 
MLOps are intended as solutions to the problems that can arise 
through ML development and deployment. Or better yet, they can 
serve as preventive measures.

It is a fantastic concept for creating ML solutions, ensuring 
quality and success. The MLOps approach also helps data sci-
ences and ML engineers collaborate and increase the pace of 
model development and production. Through MLOps, you’ll be 
implementing continuous integration and deployment (CI/CD) 
practices, and you’ll be moving down the ML path with all of the 
proper monitoring, validation, and governance of models.

That’s no small accomplishment, either. ML isn’t a piece of cake, 
and productionizing it is difficult. You’re talking about a life cycle 
that runs through such complexities as data ingest, data prep, 
model training and deployment and monitoring, explainability, 
and a whole lot more.

This process requires lots of collaboration, and that means many 
handoffs from one team to another, including data engineering 
and data science and ML engineering. The MLOps process 
includes experimentation, iteration, and continuous improve-
ment, throughout the life cycle. If you don’t have the operational 
rigor to keep all of these processes in sync and working together, 
you’re sunk. MLOps helps you swim in these turbulent waters.

The top three primary benefits of MLOps are

»» Efficiency: Through MLOps, data teams become much 
faster at model development, the quality of their ML models 
increases, and they become speedier at deployment and 
production.

»» Scalability: The more you rely on ML, the more you need to 
be thinking about scalability and management. With MLOps, 
you can handle thousands of models — overseeing, control-
ling, managing, and monitoring for continuous integration, 
continuous delivery, and continuous deployment. You’ll enjoy 
reproducibility of ML pipelines, with the tightest possible 
collaboration across data teams. That means less conflict 
with DevOps and IT, and much faster release.
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»» Risk reduction: Your models and data are likely to need a 
lot of regulatory scrutiny, and you need to be sure they’re 
still working well together as intended. MLOps helps with 
that, enabling greater transparency and faster response to 
those kinds of requests. You’ll achieve greater compliance 
with your own policies, as well as the regulations that hit you 
from the outside.

Data scientists and software engineers use an MLOps platform to 
create a collaborative environment. Through that environment, 
the collaborative players achieve the following:

»» Iterative data exploration

»» Real-time coworking capabilities for experiment tracking, 
feature engineering, and model management

»» Controlled model transitioning, deployment, and monitoring

As illustrated in Figure 2-1, MLOps automates the operational and 
synchronization aspects of the ML life cycle.

Borrowing from DevOps
As you learn more about MLOps, you may get a sense of déjà vu. 
Does it get you thinking of DevOps, the general practices that 
bring together IT operations and software development?

You’re right. MLOps, in fact, borrows from the more widely 
adopted DevOps principles in software engineering, even as it 
applies specifically to ML projects.

FIGURE 2-1: Automating the ML life cycle.
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DevOps has been around for decades, giving teams a rapid and 
continuously iterative approach for shipping applications. But 
DevOps practices and tooling aren’t sufficient for the ML world, 
which is full of models and data and code that require special 
treatment.

Generally speaking, MLOps borrows principles from DevOps in 
order to bring ML models to production. But an MLOps solu-
tion will take into account the various people and processes 
that interact with that constellation of artifacts particular to ML 
applications. It pays attention to specific things such as model 
accuracy monitoring, data drift, and audit/explainability.

With both DevOps and MLOps, the end result is higher software 
quality, speedier releases, and faster patching and releases. Con-
sequently, you end up with greater customer satisfaction.

Following the MLOps Guiding Principles
No need to repeat just how complex ML processes are, and how 
disparate the personas involved tend to be. That means it really 
isn’t possible to put forth an exhaustive set of reference architec-
tures and implementation details, nice as that might be.

The answer, instead, is to establish broadly applicable principles 
that can guide MLOps decisions. These principles inform design 
choices, and the intent is for you to be able to adapt them to support 
your own particular business case, whatever that might be.

Keeping goals in mind
Take a step back for a moment and remember that the core 
purpose of ML is to help your business make data-driven 
decisions and create data-driven products and services. It follows, 
then, that MLOps is here to ensure those data-driven applications 
remain stable, that they remain up-to-date, and that they keep 
on making positive impacts for the business.

Those positive impacts are why you delve into ML in the first 
place, so you always need to keep them in mind when prioritizing 
the technical work related to MLOps. Does this work enable a new 
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business use case? Does it improve the productivity of your data 
teams? Does it reduce operational costs or risks? If not, is it really 
a priority?

Taking a data-centric approach
Your aim is to make feature engineering, training, inference, 
and monitoring pipelines just as robust as any data engineering 
process should be. What you don’t want are tools that make it hard 
to join data you get from ML predictions and model monitoring 
and the like with the rest of your data.

How do you achieve this? Why not develop ML applications in the 
same place you manage production data? You could, of course, 
download training data to a laptop, but that makes it hard to 
govern and reproduce results. You could, instead, secure the data 
in cloud storage, and make that storage available to the training 
process.

ML models are essentially data products, and much of MLOps is 
really about data ops. You need ML tooling that’s data-native and 
able to easily access data both in the lab and production.

Going modular with your 
implementation
You can’t successfully implement any software application 
without quality code. And indeed, code quality is vital for ML 
applications, too.

That’s why modularized code is a good plan. It enables you to 
test individual components, and it mitigates any difficulties you 
might have with future code refactoring. To clarify the modular 
structure of your ML application:

»» Define clear steps, such as training, evaluation, or 
deployment.

»» Define super steps, such as the training-to-deployment 
pipeline.

»» Define the responsibilities of each person or team for 
each step.
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Letting process guide automation
Should you automate every step of a process? No. Not every 
process should be, or even can be. Automating processes is for 
the purpose of improving productivity and lowering the risk of 
human error, but the fact is, people still determine the business 
question. For some models, human oversight is essential before 
deployment.

For that reason, the development process is primary. Each module 
in the process should be automated as needed. That allows you to 
build out automation and customization incrementally.

Also, when considering automation tools, you need ones that align 
to your people and your processes. For example, should you build 
a logging framework around a generic database? How about pick-
ing a specialized tool such as MLflow, which has been designed 
specifically for the ML model life cycle? MLflow is an open-source 
platform for managing ML workflows. It is used by MLOps teams 
and data scientists. I cover this concept throughout this book, so 
keep reading to find out more about how MLflow fits into your 
organization’s ML success story.
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Chapter 3

IN THIS CHAPTER

»» Working at an ever-increasing scale

»» Cutting out waste

»» Bringing teams onto the same page

»» Making models sustainable

»» Getting better at implementation, 
iterating, and reproducing

»» Maintaining security and solid 
documentation

Leveraging the Benefits 
of MLOps

No one has to tell you how complex machine learning (ML) 
is and how complicated the ML landscape and life cycle 
are. This is most certainly not easy work, but the results 

can be absolutely remarkable. Any organization that tastes the 
success of ML is going to want more, then more, and still more.

This chapter explains some of the ways machine learning 
operations (MLOps) can help your organization navigate that 
­complicated environment successfully. It outlines benefits 
including the ability to scale more efficiently, cut waste along the 
way, and help your disparate teams collaborate.

As this chapter highlights, MLOps helps you build and train 
sustainable models, improve how they are implemented, ensure 
that they are reproducible and secure, and generate audit trails 
proving that your models are compliant with internal and external 
requirements and expectations.
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Scaling Effectively
Each and every ML model is just as complex as the last one. It 
never really gets any easier. Your data scientists certainly build 
experience, but that doesn’t mitigate the sheer volume of work 
and levels of attention that each model requires. You need to be 
able to scale this work effectively in order to quench the organiza-
tion’s thirst for ML.

That’s one of the most obvious benefits of MLOps. It takes the 
magic of ML development and implementation, gives it structure, 
and puts it on a production line. MLOps makes it possible to 
ultimately develop, oversee, control, manage, and monitor thou-
sands of models simultaneously.

Reducing Waste
We’ve already noted that the creation of ML models takes time 
and lots of effort. But is all that time well-spent? Are all the 
­dollars well-invested? Not necessarily.

Whenever you’re spending a lot of time on something and exerting 
a lot of effort, there’s a good chance some of that time and effort 
will be wasted. There’s a lot of potential for waste in this particular 
pursuit, and reducing that waste is a key benefit of MLOps.

Through the use of standards, tools, processes, and methodology, 
MLOps will help you to minimize time and money wasted on work 
that is ultimately abandoned, on efforts that are misguided, on 
ventures that turn out to be irrelevant for solving a business need. 
Careful planning and scoping, well-crafted experimentation, 
development following best practices — it’s all key to ­driving 
waste out of the ML life cycle.

Encouraging Collaboration
This is, indeed, a team sport, beyond the capabilities of any one 
kind of data expertise. The pursuit of ML model development 
and deployment requires midlevel data engineering skills, 
abilities in software development, and some very capable project 
management.



CHAPTER 3  Leveraging the Benefits of MLOps      19

These materials are © 2023 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.

Your work will bring together data engineers, data scientists, and 
machine learning engineers. But you also need business stake-
holders, because they’re the ones who will be using the models 
you’re developing, not to mention the ones who are establishing 
the goals and needs in the first place. And data governance ­officers 
play a role, too, given the high value of the data you’re using and 
the complex compliance regulations that are likely to be involved.

Ultimately, there must be many cooks in the kitchen. Keep in 
mind that when you normally read those words, it’s in a negative 
­context — as in “too many cooks in the kitchen.” MLOps ensures 
that your cooks collaborate effectively, not just on that one 
gourmet masterpiece suitable for the cover of a foodie magazine, 
but on every meal that kitchen must turn out for a dining room 
packed with hungry stakeholders.

Building and Training Sustainable Models
A lot of interdependencies are required to make ML happen. A 
wide range of people, along with a long list of processes and steps. 
Regulatory and ethical requirements add to the mix.

And these interdependencies change over time. Data that had 
been a reliable signal eventually becomes little more than noise, 
new people are on the team, the regulatory climate evolves, open 
source libraries are no longer fresh enough. You know that things 
always change — to be sustainable, your models and data and 
code must change to keep up, and your systems must be resilient.

MLOps is all about sustainable development, keeping it going at a 
constant and effective pace. It boosts a number of measures that 
are vital for sustainability, many of which are listed among the 
benefits here, from consistency and repeatability to maintainabil-
ity and availability.

Improving Implementation
Developing and deploying ML models has in the past involved a 
long series of mostly manual processes. Multiple problems result 
from overreliance on manual processes. For one thing, manual 
steps are nearly always slower to complete when compared with 
more systematic and automated processes. They also are more 
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prone to error, and that can have a negative impact on models, 
data, and code. Too much manual work and your ability to get the 
most out of your data is seriously hampered.

MLOps reduces the reliance on an overabundance of manual 
­processes. Removing bottlenecks improves the efficiency of imple-
mentation, and reducing the potential for human error improves 
the quality.

Iterating Rapidly
Data scientists and their collaborators must be able to iterate 
rapidly on ML pipelines and models. For development, quick iter-
ation improves efficiency, and for maintenance, quick iteration 
allows ML applications to adapt to changing data and user or sys-
tem behavior. A good MLOps setup allows stakeholders to make 
adjustments and see the results quickly.

Ensuring Reproducibility
With MLOps, you can package modeling code, dependencies, and 
all of the various runtime requirements in a way that enhances 
reproducibility. It’s an attractive alternative to the error-prone 
manual processes that have traditionally been part of packaging 
and deploying ML solutions.

You’re reducing the potential for disconnects and misunder-
standings between the data scientists that build the models and 
the software engineers that deploy them. And you’re reducing the 
work required when the modeling framework has to be updated.

A reproducible ML approach makes it simpler and less costly to 
package and maintain model versions, and it helps your organi-
zation to more effectively deploy at scale.

Maintaining Security and Compatibility
Any kind of work involving vital data must be protected with 
absolutely rock-solid security. The ML life cycle is certainly no 
exception. MLOps ensures that your teams aren’t inadvertently 
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missing steps that could compromise security. And the choice of 
the right tools further solidifies that protection.

For example, Databricks provides a fully managed and hosted 
version of MLflow. The open-source MLflow manages the ML life 
cycle, including experimentation, reproducibility, deployment, 
and a central model registry. When you opt for the Managed 
MLflow on Databricks, you gain extra enterprise security and 
management features.

Creating Audit Trails
You can have a great ML solution up and running, and still wind 
up with a failure in the win-loss column if you’re not careful. 
Your solution must not only work, but also must have auditable 
proof that it’s working as planned, and in compliance with inter-
nal and external requirements and regulations.

Indeed, a well-designed system that can’t demonstrate compli-
ance with corporate, regulatory, or ethical requirements could 
end up generating fines, causing reputational damage to the 
organization, or losing its funding. And if any of those bad things 
­happen, can you really say it was a well-designed system?

MLOps helps to ensure that you’re not lacking when it comes to 
documentation, model monitoring, and KPIs. You should have full 
information on everything from parameters, metrics, and model 
artifacts, through all of a model’s life cycle stage transitions.

Enabling Training and Retraining
Training and retraining are key components to the MLOps 
approach. Depending on the model deployment pattern you 
choose, model training may take place in the development envi-
ronment, or in the development and staging environments, or 
potentially in the production environment, too.

Which approach you choose depends on a number of factors, 
including the costs of training in each particular case, and whether 
security considerations will allow production data to be accessed 
in earlier environments. MLOps helps you to chart the right path 
and follow it to success.
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Chapter 4

IN THIS CHAPTER

»» Analyzing and preparing data

»» Training your model

»» Reviewing and establishing governance

»» Deploying and monitoring models

»» Planning for model inference and serving

Discovering MLOps 
Components

What are the building blocks of machine learning opera-
tions (MLOps)? It depends a bit on the individual 
project, its size, its scope, and its demands. But there 

are some common components into which the MLOps approach 
can be classified. You can employ MLOps in a narrowly focused 
way in your ML projects, or it can be expansive from the start or 
grow with the project’s demands. MLOps may cover everything 
from the data pipeline through model production. In other cases, 
you  may need MLOps implementation for just the model 
deployment.

This chapter explores the primary components of deploying 
MLOps principles. Take a look at Figure 4-1, which shows you a 
typical ML workflow detailed with the steps in which enterprises 
can employ MLOps. You discover each step in Figure 4-1 in this 
chapter.
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Exploratory Data Analysis
Within this component of the ML process, data scientists analyze 
the statistical properties of the data available. Their aim is to figure 
out if the data will address the business question. They’ll need to 
be in close contact and iteration with business stakeholders.

In the context of MLOps, I’m talking about iteratively exploring, 
sharing, and prepping data for the ML life cycle. That requires 
creating reproducible, editable, and shareable datasets, tables, 
and visualizations.

Data Prep and Feature Engineering
Before one can delve into data science or ML work, data 
engineers must prepare production data and make it available for 
consumption. Without the data, nothing else of importance can 
happen. Feature engineering refers to the work data scientists do 
to clean input data and apply any business logic or specialized 
transformations needed for model training. They create data sets 
for training, testing, and validation.

I’m talking about iteratively transforming, aggregating, and 
de-duplicating data to create refined features. It’s vital to make 
the features visible and shareable across data teams, making use 
of a feature store.

FIGURE 4-1: Deploying MLOps principles.
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Model Training and Tuning
When it comes to model training, data scientists explore multiple 
algorithms and hyperparameter configurations using the prepared 
data. Their goal is to determine the best-performing model that 
meets a set of predefined evaluation metrics.

Before it’s deployed, the selected model runs through a validation 
step to be sure it performs above the established baseline level 
of performance. And it needs to meet all other requirements —  
whether technical, business, or regulatory. Figuring all that out 
requires close collaboration involving data scientists, business 
stakeholders, and ML engineers.

In the world of MLOps, this component taps into popular 
open-source libraries for training and improving model perfor-
mance. You can also use automated ML tools such as AutoML to 
perform trial runs automatically and come up with reviewable and 
deployable code.

Model Review, Explainability, and 
Governance

The ability to review and govern models and to explain their 
behavior benefits all ML projects, and it’s required by regulation 
in some industries. Tracking model lineage and versions lets 
you know exactly which model is in production and how it was 
produced. Explainability tools let you examine a model to under-
stand why it makes certain predictions.

An open-source MLOps platform, such as MLflow from Data-
bricks, simplifies these key elements of ML. MLflow enables your 
team to discover, share, and collaborate on ML models.

Model Inference and Serving
This component of MLOps is all about making predictions with your 
model for end-users and applications. Your inference and serving 
system may provide predictions to downstream systems via pub-
lished tables of predictions, streams of predictions, or REST APIs.
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Some applications will benefit from batch or streaming inference, 
which is high-throughput and low-cost. Other applications 
will require low (sub-second) latency predictions, which can be 
provided via online serving.

Model Deployment, Monitoring and 
Observability

Your ML engineers deploy the validated model by way of batch, 
streaming, or online serving. Which approach depends on 
the particular use case and its requirements. Once models are 
deployed, ML engineers continue to monitor them, watching for 
any indications of errors or signs that performance is degrading. 
If such issues are spotted, that may mean it’s time to update the 
deployed model.

The MLOps process can automate testing of new models against 
current production models, deploying new models to serving 
clusters and REST API model endpoints, and monitoring the 
predictions after deployment. Ultimately, you are able to keep 
tabs on the availability of the model, its predictions and perfor-
mance on live data, and the performance of the ML system from a 
computational perspective.

The MLOps approach takes advantage of continuous integra-
tion and continuous deployment (CI/CD) tools, such as repos and 
orchestrators to automate the pre-production pipeline. This taps 
into DevOps principles.

Automated Model Retraining
Are you experiencing model drift because of differences in 
training and inference data? It’s inevitable because data keeps on 
changing, and simply deploying a model in production doesn’t 
mean it’s going to work indefinitely.

With MLOps, you can create alerts and automation that takes 
corrective action. Like pretty much all of us humans, an ML model 
is going to need retraining at some point. But unlike with humans, 
retraining in the ML world can be automated.
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Chapter 5

IN THIS CHAPTER

»» Meeting the ML team

»» Working in the various execution 
environments

»» Pulling together the assets

»» Lining up the MLOps workflow

Managing Your MLOps 
Team and Workflow

A machine learning (ML) project brings a lot of cooks into 
the kitchen. That’s a reasonable analogy, but it may be 
that an orchestra is an even better one. Many different 

players are involved in this performance, and their work can 
either sound like a symphonic masterpiece or a cacophony.

Machine learning operations (MLOps) is, in a way, like a com-
bination of the musical score and the conductor. It spells out 
the big picture with all of the roles and processes, then helps to 
orchestrate it all nicely. This chapter offers some description of 
the players and the parts for which each is responsible, as well 
as the workflows that lead the symphony from the opening note 
through the repeat sign guiding the musical journey back through 
the beautiful process again.

Gathering the Players
It’s barely short of miraculous the work that your ML models can 
do on their own once they’re deployed. But independent as they 
may seem when they’re doing their job, it still takes plenty of 
human hands to get them to that point and keep them running 
successfully.
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Indeed, the work of building ML applications is a team sport. It’s 
worth running through the cast of characters to gain a full under-
standing of who is responsible for what.

Of course, in any real-world environment, you have people 
who wear multiple hats. Some of the different functions may 
be managed by the same person. But for now, I spell them out 
in terms of archetypes, to appreciate the different roles and 
responsibilities, where tasks typically hand off from one role to 
another, and just how complex this work can be.

Data engineers
Data engineers have responsibility for building data pipelines. 
These pipelines allow ML apps and other downstream applications 
to process, organize, and persist datasets.

Data scientists
These players on the team have the job of gaining an under-
standing of the business problem and exploring available data to 
determine whether ML is a potential solution. If the answer to 
that question is “yes,” your data scientists will train, tune, and 
evaluate the ML model before it’s deployed.

ML engineers
Your ML engineers deploy these ML models into production. Among 
the responsibilities of these team members are ensuring that you 
have in place appropriate governance, adequate monitoring, and 
exceptional software-development best practices. Those best 
practices include continuous integration/continuous deployment 
(CI/CD).

Business stakeholders
The business stakeholders may not be doing the behind-the- 
scenes work on ML models. But they’re the ones who use the 
model to make decisions for the business or product. Creating 
business value is their responsibility, and the ML model is among 
the ways they will generate that business value. Their role is to 
specify the work and goals you’re aiming to achieve through an 
ML model, and then ensure that the solution is delivering on its 
promises.
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Data governance officer
This role is not necessarily involved in day-to-day operations, 
but it’s an important part of the ML success story. The data 
governance officer ensures that data governance, data privacy, 
and other compliance measures are maintained and followed 
across the development and deployment of the ML model.

Operating Within Your Execution 
Environment

Simply put, the execution environment is the place where your 
models and your data are created, or where they are consumed 
by code. Environments vary significantly with regard to what’s 
happening within them, what the quality guarantees are, the level 
of risk, and the access control.

The dev environment — dev is short for development — is where 
many data scientists spend a lot of their time working together, 
freely producing their dev model prototypes. In our orchestra 
analogy, this could be the room where the composer is working, 
charting out the symphony.

These model prototypes are separate from the live product, which 
means any flaws within them are relatively low-risk. Data assets 
in this environment are widely accessible to more people, but 
there’s less guarantee of quality.

The most promising models from the dev environment graduate 
to the staging environment. This environment is a mirror of 
production, and models are tested here prior to release. For the 
orchestra perspective, this is somewhat akin to the rehearsal 
room, or perhaps the stage in front of an empty auditorium.

Fewer people have access to the staging environment for a number 
of reasons. For one thing, incorrect changes made here can make 
the model deviate from production behavior, which would raise 
the risk that bad models could be promoted to production.

Models that succeed in the staging environment are ready to 
promote to the production environment — and that is where they 
become live product. This is the concert hall, with the seats filled 
with audience members anticipating a great performance.
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Human error in this execution environment could be especially 
catastrophic and a major risk to business continuity. For that 
reason, only a limited number of people have access to modify 
production models.

The various execution environments consist of compute 
instances, their runtimes and libraries, and automated jobs. It’s 
worth noting that an environment may be defined in terms of 
dev and staging and prod at a few levels. Your organization could 
have distinct environments across multiple cloud accounts, or 
multiple workspaces within the same cloud account — or within 
a single Databricks workspace. Take a look at Figure 5-1 to see 
how these separation patterns may work.

Assembling Key Assets
Three key kinds of assets make up ML workflows: code, models, 
and data. All of these assets will need to be developed (or dev for 
short), tested, and deployed into production (typically shortened 
to prod).

Code
You often store your ML project code in a version control system 
such as Git. Most enterprises will use branches that correspond 
to the life cycle phases of development, staging, and production.

But, of course, nothing in life is quite that simple. For example, 
some will split the code into only two branches, one for dev and 

Legend:

1. Multiple Cloud Accounts

dev
dev

dev
staging

staging
staging

prod

prod
prod

2. Multiple Databricks
Workspaces

3. Databricks Workspace
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Cloud Account
Databricks Workspace
Access Controls

Data
Code
Models

FIGURE 5-1: Three environment separation patterns.
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one for staging and production. Others may opt for main and 
development dev branches, plus staging branches cut for testing 
potential releases, and then prod branches cut for final releases. 
In any case, this separation is enforced through Git repository 
branches.

Here’s a best practice to keep in mind: You should only run code 
in an execution environment that corresponds to it or higher. You 
could, for example, run any code in the dev environment, but you 
should only run prod code in the prod environment.

Models
Models also tend to be marked dev, staging, or prod, depending 
on their life cycle phase. But here’s another place where things 
get a little murky. Model and code life cycle phases often operate 
asynchronously. What that means is, you may want to push a new 
model version before you push a code change, or the other way 
around.

To help explain that, consider these examples:

»» Say your aim is to detect fraudulent transactions, and you 
develop an ML pipeline that retrains a model weekly. You 
may not deploy code all that frequently, but every week 
there’s a new model with its own life cycle of being gener-
ated, tested, and marked “production” to predict on the most 
recent transactions. You have a situation where the code life 
cycle is slower than the model life cycle.

»» Imagine you’re classifying documents using large deep 
neural networks. Training and deploying the model is often a 
one-time deal, because it’s so costly. There may be updates 
to the serving and monitoring code that are deployed more 
frequently than a new version of the model. So, you’ve got a 
model life cycle slower than the code life cycle in this case.

Given this asynchronous situation between the model and code 
life cycles, you’re going to want model management to have its 
own service. MLflow and its Model Registry, for example, support 
managing model artifacts directly by way of UI and APIs.

Through this kind of loose coupling of model artifacts and code, 
you gain a lot of flexibility and can streamline the deployment 
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process in a lot of cases, updating production models without 
code changes. You secure these model artifacts by using MLflow 
access controls or cloud storage permissions.

Data
So how do you categorize your data? One good approach is to label 
it as either dev, staging, or prod, depending on the environment 
where it originated. Therefore, all prod data, for example, is 
produced in the prod environment, and your dev and staging 
environments have only read-only access.

If you use this approach, you’ll ensure that the guarantee of data 
quality is explicit. Dev data, for example, may be temporary or 
not meant for wider use, while prod data is likely to have stronger 
guarantees with regard to freshness and reliability. You should 
control access to data in each environment with table access 
controls or cloud storage permissions.

The point is that in MLOps you always maintain operational 
separation between dev, staging, and prod. On the dev side, your 
assets will have the least restrictive access control and lower 
quality guarantees. Your highest-quality assets will be found in 
production, and they’ll be the most tightly controlled.

Preparing Your MLOps Pipeline
There are multiple ways to get your ML artifacts through the 
process, from development to staging and on into production. The 
two most prominent deployment patterns differ in terms of which 
element is promoted toward production: the model artifact, or the 
training code that produces the model artifact. See Figure 5-2 for 
a visual depiction of the two possibilities.

That first pattern depicted in the diagram is the deploy models 
option, with a model artifact generated in the dev environment. 
That artifact then gets tested in staging for both compliance and 
performance, and it gets deployed into production once it passes 
the tests.

It’s a simpler way to roll, for sure. And it may be preferable in 
cases where model training is super-expensive. This way, you 
train the model once and then manage that artifact.
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Simple isn’t always better, though, and this approach has some 
drawbacks. For example, if for security reasons you can’t work 
with production data in the dev environment, you may wind up 
with an architecture that’s not viable. Also, this architecture isn’t 
ideal for automated model retraining. You can do that in the dev 
environment, but you’d be acting as though dev training code is 
production-ready, and your deployment teams may not be keen 
on that. There’s also ancillary code for featurization, inference, 
and monitoring, all of which has to be deployed to production. 
That’ll require a separate deployment path.

Moving on to the second pattern deployed in the figure, referred 
to as the deploy code pattern, you’ll use the dev environment 
for creating the code for training models, then move this code 
to staging, then production. That’s represented by the image 
of folders containing training code, showing up in all three 
environments.

What that means is you’re training models in each environment. 
It happens first in the dev environment as you’re developing the 
model, then in staging as part of integration tests on limited 
subsets of data, and then using the full production data to produce 
the final model in the production environment.

In situations where data scientists have restricted access to 
production data from the dev or staging environments, this pat-
tern lets you train on production data while still adhering to 
those access controls.

DEPLOY MODELS

dev staging prod

dev staging prod

DEPLOY CODE

Training code

Models

FIGURE 5-2: Major deployment patterns.
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Because training code is run through code review and testing, it’s 
safer to establish automated retraining. Your ancillary code will 
be following the same pattern as the model training code, and 
there can be integration testing in staging for both.

A few things to keep in mind about this pattern: It’s wise to create 
opinionated project templates and workflows, because many 
data scientists will find there to be a steep learning curve when 
it comes to handing code off to collaborators. Also, be sure those 
data scientists have visibility into the production environment 
training results — they’re really the only ones with the knowhow 
for spotting and fixing ML issues there.

So which approach is better? It depends on the business use case 
and the resources you have available. There are some situations 
that might call for deploying model artifacts and other cases 
where deploying training code makes the most sense. That said, 
the deploy code approach is generally the most suitable the 
majority of the time (check out Chapter 6).
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Chapter 6

IN THIS CHAPTER

»» Introducing the workflow components

»» Understanding the reference 
architecture

»» Going through development, staging, and 
production

Running through the 
Reference Architecture

Now comes time to see how machine learning operations 
(MLOps) works in practice, using the features provided on 
Lakehouse platforms such as Databricks and tapping into 

the open-source MLflow management environment.

This chapter introduces the components of the reference archi-
tecture and then takes a run through all the MLOps steps in 
greater detail. You have choices when it comes to your pattern 
for deployment  — deploying models or deploying code (see 
Chapter 5). For the sake of simplicity, this chapter focuses on the 
deploy code pattern, which is best for the majority of use cases.

Getting to Know the Components
A great place to dive into making MLOps work for your enterprise 
is becoming familiar with the components that play a role in the 
workflow. Specifically, here are Databricks features and related 
elements that facilitate MLOps.
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»» Data Lakehouse: This architecture unites the best parts of a 
data lake and a data warehouse. It brings together low-cost, 
flexible object stores like you get in a data lake, along with 
the kind of data management and performance you expect 
from a data warehouse.

»» MLflow: This open-source project manages the machine- 
learning life cycle from end to end, and a fully managed and 
hosted version of MLflow is integrated into Databricks 
offerings. MLflow lets you track experiments to record and 
compare parameters, metrics, and model artifacts. It lets you 
store and deploy models from any ML library to model 
serving and inference platforms. And it includes a Model 
Registry, a centralized model store for managing your 
models’ life cycle stage transitions.

»» Autologging: Databricks Autologging extends MLflow’s 
automatic logging for experiment tracking.

»» Feature Store: This centralized repository of features 
enables feature sharing and discovery, and helps you ensure 
you’re using the same feature computation code in training 
and inference.

»» MLflow Model Serving: Host ML models from the Model 
Registry as automatically updated REST endpoints.

»» Databricks SQL: This makes it easier for SQL users to run 
quick ad hoc queries on their data lake, as well as create 
dashboards and alerts for monitoring.

»» Databricks workflows and jobs: These are tools for 
executing pipelines in automated and non-interactive ways, 
and define pipelines for computing features, training 
models, and the like.

Exploring The Reference Architecture
To continue down the path of understanding the MLOps approach, 
in this section, you take a stroll through the environments within 
the reference architecture in MLOps. I spell out the overall process 
for deploying code and model artifacts, starting in development, 
graduating up to staging, and then promoting into production.
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Working in the dev environment
The development (dev) environment is where data scientists and 
ML engineers collaborate on all the pipelines of an ML project, 
committing changes to source control. In Figure 6-1, you see how 
tasks flow within dev.

For details on the different tasks within the dev environment, 
check out this list:

»» Data: In the dev environment, data scientists have read-only 
access to production data, or a filtered or obfuscated dataset 
if needed for regulatory reasons. They need a separate dev 
storage environment with read-write access where they can 
experiment with and develop new features and data tables.

»» Exploratory data analysis (EDA): This interactive, iterative 
process is for exploring and analyzing data. Will the available 
data address the business problem? Here’s where the data 
scientist gets a sense of that, and if so, begins to figure out 
what kinds of data prep and featurization will be needed for 
model training. The processes explored here won’t be 
deployed in other execution environments.

FIGURE 6-1: The dev environment.
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»» Project code: A code repository contains all modules or 
pipelines in the ML system, with dev branches used for 
developing changes to pipelines or creating new ones. It’s 
best to develop within a repository so you can share code 
and track changes.

»» Feature table refresh: This pipeline is for reading from raw 
data and feature tables and writing to the tables in the 
Feature Store. Data prep finds and addresses data quality 
issues first, then featurization tests new features and 
updated featurization logic. The process is to write to feature 
tables in dev storage, then use those tables for model 
prototyping. When promoting featurization code to 
production, the changes affect production feature tables.

»» Model training: In the deploy code approach, you develop 
the model training pipeline in the dev environment, using 
dev or prod feature tables:

•	 Training and tuning: In training, you’re reading features 
from the feature store or Lakehouse tables, and logging 
model parameters and metrics and artifacts to the 
MLflow tracking server. The final artifact is logged to the 
tracking server to record a link between the model, input 
data, and code.

•	 Evaluation: Here’s where you evaluate model quality, 
testing it on held-out data and logging results to the 
MLflow tracking server. You can also track any additional 
metrics or documentation required by governance.

•	 Model output: What you get from this process is an ML 
model artifact stored in the tracking server. ML engineers 
or continuous integration/continuous deployment (CI/CD) 
code can load the model and push it to the Model 
Registry for management and testing.

»» Commit code: The ML engineer commits dev branch 
changes into source control.

Moving to staging
Your transition of code from dev into production makes a stop 
in the staging environment. ML engineers manage continuous 
integration pipelines and orchestration, and they and data 
engineers write tests for code and models. Figure 6-2 gives you a 
visual idea of how this goes.
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Here are more details about staging:

»» Data: In staging, there may be a storage area for testing 
feature tables and ML pipelines. Data is usually temporary, 
retained only long enough for running tests and investigating 
any issues. You can also make data readable from dev for 
debugging.

»» Merge code: A merge or pull request gets the deployment 
process going, submitted against the staging branch of the 
project in source control. The merge request builds source 
code and launches unit tests. If those tests fail, the merge 
request is rejected.

»» Integration tests: Also referred to as continuous integration or 
CI, this runs pipelines to confirm they work well together. This 
environment should mimic production as much as possible. If 
models are expensive to train, you may test model training on 
small data sets or fewer iterations in order to save money. If 
tests pass, new code is merged into the staging branch.

»» Cut release branch: After these CI tests pass on a commit in 
the staging branch, ML engineers cut a release branch.

FIGURE 6-2: The staging environment.
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Heading into production
A select set of ML engineers manage the prod environment, which 
is where ML pipelines directly serve the business or application. 
In these pipelines, fresh feature values are computed, new model 
versions are trained and tested, predictions are published, and the 
process is monitored. Check out Figure 6-3 for a look into this 
environment.

The production tasks are as follows:

»» Feature table refresh: The pipeline transforms Lakehouse 
data into production feature tables. It can use batch or 
streaming computation, depending on the freshness 
requirements for training and inference. Within Databricks, 
the pipeline can be defined as a Databricks Job.

FIGURE 6-3: The production environment.
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»» Model training: When code changes impact upstream 
featurization or training logic, or if automated training is 
triggered, the model training pipeline runs.

•	 Training and tuning: Logs are recorded to the MLflow 
tracking server, including model metrics, parameters, 
tags, and the model itself. Only the top-performing 
algorithms and hyperparameters should have made it 
into production training code.

•	 Evaluation: Here you evaluate quality by testing on 
held-out production data and logging the results in the 
tracking server. Data scientists should establish metrics 
for this during development.

•	 Register and request transition: After training, the 
model artifact is registered to the MLflow Model Registry 
in the production environment. The final step is to 
request a transition of the newly registered model to 
“stage=Staging.”

»» Continuous deployment: At this point, three CD tasks 
happen:

•	 Compliance checks: The model is loaded from the 
Model Registry to check tags, documentation, and the 
like. This is an automated step, but it can create statistics 
or visualizations if human review is needed. Results are 
logged in the Model Registry.

•	 Compare staging to production: It’s important to 
compare those models promoted to “stage=Staging” with 
the ones they are destined to replace that are marked 
“stage=Production.” That’s how you prevent performance 
degradation. On the first deployment, there’s no existing 
prod model to compare with. In that case, you can 
compare the “stage=Staging” model with some other 
baseline or business heuristic.

•	 Transitioning to production: Now it’s time to transition 
to “stage=Production” in the Model Registry. Like all stage 
transition requests, this can be done manually through 
the MLflow user interface, or automatically through APIs 
and webhooks.

»» Online serving: This is usually necessary for use cases with 
lower throughput and latency. You can deploy models to 
Databricks Model Serving, or cloud provider serving end-
points, or on-prem or custom serving layers.
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»» Inference: This pipeline is for reading data from the Feature 
Store, loading the model, performing inferences, then 
publishing them. For a batch job, you’ll likely publish 
predictions to Lakehouse tables, flat files, or over a JDBC 
connection. If streaming, predictions could go to Lakehouse 
tables or message queues.

»» Monitoring: In MLOps, you monitor input data and model 
prediction for statistical properties and computational 
performance. This pipeline ingests data, checks for accuracy 
and data drift, publishes metrics, and if it is determined to be 
necessary for performance or freshness reasons, it triggers 
model retraining.

»» Retraining: This is the final step in the prod process, and in 
the architecture described, it can happen automatically using 
the same model training pipeline as used before. It’s best to 
start with manually triggered retraining, though, then work 
your way up to scheduled or triggered retraining. Scheduled 
retraining happens when you anticipate and need fresh data 
on a regular, periodic basis. Triggered retraining happens 
when the monitoring pipeline finds there are performance 
issues or significant changes in the distribution of 
incoming data.
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Chapter 7

IN THIS CHAPTER

»» Simplifying the ML process

»» Creating real business value

»» Personalizing the customer experience

»» Making better business decisions

»» Reducing fraud and enhancing security

Ten Real-World Use 
Cases

How does machine learning operations (MLOps) bring about 
enhanced business value, improved operations, and 
greater customer experiences? This chapter gives you ten 

(okay, there’s only seven, you caught me) examples of real-world 
use cases that were empowered by Databricks and MLOps.

Enabling Simplicity
MLOps, with the help of Databricks products, has greatly sim-
plified the work of an Australian company that creates software 
development and collaboration tools. The company was thrilled to 
compress the number of steps between writing and testing local 
code, to pushing it to the cloud.

This company’s data scientists found that the overall itera-
tion cycle time reduced from weeks to days. Organized machine 
learning (ML) tracking with MLflow brought together all lineage 
and logging for parameters, code versions, metrics, artifacts, and 
other ML activities. That makes it possible to look over results 
and choose the best possible option, and it facilitates reusability 
and shared learnings. Multiple teams examine prior versions and 
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their metrics, then decide to reuse existing models or make new 
ones. And because MLOps makes it so much easier to implement 
ML models, teams beyond data science are using it for their own 
specific use cases. That’s self-service!

Focusing on the Business Value
It’s all too easy to get lost in code and numbers, according to data 
science experts from an American supply chain management, 
transportation and logistics company. That’s why it’s vital for 
data scientists to never lose sight of the need to create business 
value and accomplish objectives of the organization. The company 
cites a number of guiding principles that have enabled this focus 
and have made its MLOps journey a success:

»» Automated: Users don’t have to remember all the rules for 
acting and implementing.

»» Secure but self-service: Users are empowered but still 
within boundaries designed to keep them safe.

»» Repeatability: Configuration artifacts follow the code 
throughout the ML life cycle.

»» Clearly defined environments: It’s not just automating 
existing workflows; it’s also giving tools to create new 
possibilities.

»» Platform and cloud agnostic: It’s important to be able to 
produce solutions that can run anywhere.

Reaping the Benefits of ML
A global independent consultancy that specializes in data  
science, data engineering, and data visualization reports that 
MLOps really opens the door to the vast benefits of ML at scale. 
Here are some of those benefits:

»» Scalability: ML can be scaled efficiently both horizontally 
and vertically, with out-of-the-box optimizations lowering 
infrastructure costs.
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»» Reproducibility: MLOps saves time and creates governance 
for product teams, using tools that enable reproducibility of 
experiments and model training.

»» Reusable assets: Tracking, monitoring, and identifying 
reusable assets helps increase efficiency and cost savings.

»» Automated model retraining: This decreases manual 
dependencies, with pipelines configured to trigger auto-
mated retraining.

»» Model evaluation: This company is able to maintain and 
monitor model quality with the help of standardized and 
consolidated KPIs and evaluation metrics.

»» Fast feedback loop: MLOps helps the company respond 
quickly to business opportunities and changes.

Making ML Fashionable
A major clothing retail chain has an artificial intelligence (AI) 
team of more than a hundred people working on building systems 
for production. The ML-driven tools this team has developed 
tackle all kinds of incredibly valuable tasks, including quantifying 
the inventory that should be made available to customers, nego-
tiating costs with various supplies, allocating inventory between 
warehouses, determining selling prices and markdowns, and 
delivering customers very personalized item recommendations.

The company set out to “democratize” AI across its business 
technology. MLOps promotes reusability, integrates ML into the 
value chain, cuts time-to-market in half for AI use cases, and 
improves processes.

Making Entertainment Personal
A major communications, media and entertainment company 
has millions of customers but still wants to deliver personalized 
experiences. ML is a great recipe for that treat, but the company 
was hampered by a vast amount of data, fragile data pipelines, 
and poor data science collaboration.
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Databricks solutions simplified the life cycle management of 
hundreds of models, and the result was an award-winning user 
experience powered by voice recognition. The company cites the 
following MLOps benefits:

»» Simplified infrastructure management

»» Performant data pipelines

»» Ability to reliably manage small files

»» Collaborative workspaces

»» Simplified ML life cycle management with MLflow

»» Reliable extract, transform, load (ETL) at scale

»» Efficient analytics pipelines at scale

Banking on ML
A major bank in the Netherlands wanted to up its game as a data-
driven organization, shifting toward the Azure cloud and opera-
tionalizing through the Databricks Lakehouse Platform. Its data 
scientists and ML engineers report a boatload of benefits as they 
easily deploy models into production with MLflow.

Once-disjointed, manual, and inefficient processes are now con-
sistent and automated. Among the benefits this bank reports are 
improved strategic decision-making, better operational effi-
ciency, more robust cybersecurity, and an enhanced customer 
experience.

The bank can react to customer preferences faster and serve rel-
evant product recommendations. It has vastly improved fraud 
detection through the use of ML that spots anomalous behav-
ior that could indicate such things as money laundering. And its 
systems now power a client dashboard that provides a complete 
view of customers and all their assets and transactions in near 
real-time.
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Upgrading the Data Journey
Digital transformation was also the goal of a financial services 
company in Hong Kong. Its journey was driven by data and ana-
lytics, upgrading legacy on-premises data warehouse systems 
that had become structurally difficult to maintain. The company 
knew better data insights would mean better customer service, 
and it turned to Databricks for answers.

A centralized Lakehouse supports development of ML models that 
personalize the customer financial experience while ensuring the 
privacy and security of customer data. The organization increased 
operational efficiency, enhanced risk assessment, gained more 
comprehensive management of information, and experienced 
double-digit growth in lead generation.
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